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Background 

   

 
   



Background contd.. 

    Two basic indicators for cancer projection: 

 Incidence  

 Mortality 

 

   

   There is no uniformity in the choice of methods used for 

projections . With a wide range of possible 

methods/algorithms available, best algorithm selection is 

very essential to project future trends for cancer as well 

as to build accurate projection model. 



Goal 
     

 To design predictive models for projection of future cancer 
occurrences, with detailed information regarding incidence, 
mortality.  

 

 To select best appropriate Data Mining/Machine Learning 
algorithm for developing accurate projection model. 

  
 

 

 

 

     Tools : 

 

---     WEKA 

---    Three very important algorithms(Naïve Bayes, Bayes Net                  
and K- NN) 

 

 

                            



  Why comparative analysis is important? 

Many developed countries have recorded cancer incidence and mortality 

projections, including 

1. Short term projection: usually less than 5 years ahead 

2. Long term projection: around 25 years ahead 

 

Age-Period Trend Methods for Short-Term Projections: 

 

     The global method or Average Method consider  for short term projection is 

based on statistical regression models  proposed by Bray & Møller, 2006. 

 

Limitations:  

         The trends, obtained from statistical regression models, may not be reliable 

due to recent changes in coding, interventions (e.g. screening) .Moreover ,in his 

proposed method only changes of age structure and population size are taken 

into account to project the number of cases. 

 

Age-Period-Cohort Approaches for Long Term projections: 

        Age-period-cohort models can be fitted using different approaches, such as 

generalized linear model(GLM) (McCullagh & Nelder, 1989), generalized 

additive model (GAM) (Hastie & Tibshirani,1990) and Bayesian Model. 



Why comparative analysis is important? 
Contd… 

   Limitations: 

  Bayesian age-period-cohort models  are used increasingly to project cancer 

incidence and mortality rates. Data from younger age groups (typically age < 30 

years) for which rates are low are often excluded from the analysis. However, 

empirical comparison (Baker and Bray,2005) based on data from Hungary suggests 

that age-specific predictions based on full data are more accurate. 

 

 

 

 Another model proposed by Moller et al. for long-term projection of cancer incidence is 

from the Nordic countries called Nordpred model. Nordpred model is widely used by 

Canadian Cancer society for projecting Canadian Cancer Statistics. The projected 

rates are based on the assumption that past trends will continue into the future. Any 

changes in these trends will mean that the projections will not be realized. This is 

always the case when attempting to predict future events involving uncertainty.  

 

 

 

 

 



Why Not linear approach? 

   With a wide set of possible models available, as in the family of generalized 

linear and Non linear models, model selection is very important. 

 

    Why not Linear Models:  

   Limitations(to list few) 

 

(a) In common with standard linear regression techniques, the 

imposition of a static model implies fixed relationships and effects 

across observations; 

 

(b) The complexity of the likelihoods is such that exact inferences 

about observed relationships (estimation) and further observations 

(prediction) are precluded; 

 

 

 

 



Why Non linear approach ???  

     In classification all decisions are based on data, but the best 

decisions are also based on previous experience or 

knowledge. 

 

    Classifiers provide a method 

 

 For making use of previous experience in order to arrive 

at the best decision in interpreting data. 

 

 Classifiers can be applied to any situation where there is 

uncertainty regarding the value of a measured quantity. 



Data Sources 

• Data used for our comparative studies is collected from Statistics 

Canada for the years 1981 to 2006 and is grouped by sex- male and 

female, twenty one cancer types and incidence / mortality counts per 

year. Cancer types are categorized according to the groups of ICD-

O-3 and ICD-10 [5]. Remaining types are categorized as ‘others' 

and analyzed as a distinct set when adding up the statistics for all 

cancers jointly. 

 

   

 We have collected the data for population from Census Canada, 

which give us the estimates of the total population for provinces and 

territories based on censuses conducted every five years from 1981 

through 2006.  

 



Validation & Comparison of a predictive 

learners 

   
 There are two main facets in projection of cancer 

incidence and mortality: accuracy (how near to the actual 

value is the algorithm’s project), and efficiency (how fast 

can the algorithm complete the projection task)  

 

 

 To compare the accuracy of our classifiers we calculated  

Mean Absolute Errors, Root Mean Squared Errors, 

Relative Absolute Error, Precision, ROC area, TP and FP 

Rate for each learners. 

     

 

 

 

 

 



Validation & Comparison of a predictive 

model contd… 

 To validate or evaluate our predictive model we 
used 10-fold cross-validation method. 

 

    

 

   You can use cross-validation to statistically validate the 
reliability of your mining model. One round of cross-
validation involves partitioning a sample of data into 
subsets, performing the analysis on one subset (called 
the training set), and validating the analysis on the other 
subset (called the validation set or testing set).  

 



ROC Curve , Kappa and Errors 

measures  
Kappa Statistics measures relative improvement over random predictor and is measured as  

 

 

Mean absolute error can be defined as sum of absolute errors divided by number of projections. 

Mean absolute error is the most popular error and is measured on actual target values: a1, a2, a3, 

a4….an  and  predicted values: p1, p2,p3, p4…pn 

 

 

 

Root mean square error is defined as square root of sum of squares error divided number of 

predictions. It measures the differences between values predicted by a model and the values 

actually observed. Small value of Root mean square errors means better accuracy of model. Root 

mean squared error is measured as given 

 

 

 

Relative squared error is measured as  

 

Relative absolute error  is measured as    

 

 



Major Findings 

The performance of Naïve Bayes, Bayesian Network 
and K-Nearest Neighbor was evaluated using stratified 
10-fold cross-validation testing which included  

 

 1013 instances for incidence and 974 instances for 
mortality   

 

 4 features-Year(1981-2006), Cancer Types(Oral, 
Esophagus, Stomach, Colorectal, Pancreas, Larynx, 
Melanoma, Breast, Brain , Thyroid, Hodgkin’s 
Lymphoma, Liver, Lung, Kidney, Multiple Myeloma, 
Leukemia, All , Others, Cervix, Body of Uterus, 
Ovary),Sex (Male and Female), and 
Incidence/Mortality Rates. 



Major Findings 

As a part of result analysis, we are isolating the correctly and incorrectly classified 

instances in numeric percentages. Continually we are analyzing and calculating the 

Kappa statistic ,ROC Area and different error rates. 



Future Work 

As shown in this study, with the help of certain features, predictive 
models can be developed that will not only supports in correctly 
analyzing the trends but will also benefit in accurately projecting the 
result of  incidence and mortality rates for cancer.  

 

The aggregated results in our paper indicated that the Naïve Bayes 
method achieved the greatest for incidence and mortality with 
classification accuracy of 99.9% which is better than any conveyed 
in the printed literature, the Bayes Net move towards the second 
best with a classification accurateness of 99.2%, and the K-Nearest 
Neighbor model is the last with a accuracy of 72.4%.  

 

In our future work, we will advance our work in developing nonlinear 
projection model for projection of future cancer occurrences with 
measures like age standardized incidence and mortality rates 
among different sex and comparisons of the rates for a specific 
cancer type between several Canadian geographical regions.  



Benefits of Research 

   Health planning, which may rely on the knowledge of what will happen in   

the future, is an integral part of cancer control programs. Improved health 

care, early detection and timely treatment is an effective approach for 

reducing the impact of Cancer. 

 

  Predicting the future cancer burden is one of the first steps in   knowing 

how to allocate resources most effectively. 

 

  These models can help stimulate new research as well as assist 

decision-making and priority-setting at the individual, community, 

provincial/territorial and national levels. 

 

 Provide the scope to researchers to do comparisons of cancer trends in 

various geographic locations. 

 

 

 
 

 

 



Thank You 
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